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Abstract
Artificial intelligence methods, based on machine learning models, are rapidly changing financial services, and credit lending
in particular, complementing traditional bank lending with platform lending. While financial technologies improve user
experience and possibly lower costs, they may increase risks and, in particular, the model risks that derive from inaccurate
credit rating assessments. In this paper, we will show how to reduce such model risks, using a S.A.F.E. statistical learning
model, which improves: Sustainability, taking environmental, social and governance factors into account; Accuracy, building
a model which maximises predictive accuracy; Fairness, merging ESG scores from different data providers, improving their
representativeness; Explainability, clarifying the relative contribution of each ESG score to predictive accuracy.

Keywords Sustainability · Explainability · ESG scores · Credit ratings · Machine learning · Bayesian models

1 Background

Artificial intelligence methods, based on machine learning
applied to the data, are rapidly changing financial services,
in all areas, such as lending, asset management and payment
services, transforming “finance” into “financial technolo-
gies”.

While financial technologies, and peer-to-peer lending in
particular, improve user experience, and possibly lower costs,
they may increase risks. Among them, the risk of inaccurate
estimates in credit scoring, i.e. non-proper measures of cred-
itworthiness of the borrowers (“model risk”). The occurrence
of this risk may lead to important credit losses, especially
when credit is given to large companies. Indeed, incentives
are rather different: while in classic bank lending the costs
of wrong credit rating assessments are paid by banks them-
selves, in peer-to-peer lending they are paid by the borrowers.
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These considerations suggest, given the increased eco-
nomic importance of platform lending, that regulators and
supervisors should carefully supervise the model risks that
arise from credit ratings and their use by lending platforms.

A first important model risk concerns Sustainability, and
it arises when the model is not resilient to cyber attacks
or to extreme data and, in particular, when it is affected
by “external” factors, represented by Environmental, Social
and Governance (ESG) factors. The problem is quite chal-
lenging. First of all, it is not clear whether ESG factors do
impact on credit ratings, particularly as they refer to a long
term time horizon, differently from credit ratings. The most
important problem is however the lack of standardisation
of ESG scores. ESG scores are currently made available
by various specialised companies, including rating agencies.
The presence of ESG scores in the market can push compa-
nies to improve their Corporate Social Performance (CSP) or
ESG behaviour [1], but it also presents possible drawbacks.
Multiple ESG ratings for a given company can differ and
create opaqueness in the company’s actual ESG standing or
greenwashing misbehaviour A recent survey by KPMG [2]
showed the existence of more than 160 ESG ratings and data
providers, with multiple agencies (e.g. Bloomberg, Thom-
son Reuters, S&P, etc.) whose ESG ratings may however
differ. [3] showed little convergence between different ESG
ratings. More recently, Abhayawansa and Tyagi [4] provided
evidence of the low correlation between ESG ratings issued
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by different providers. The lack of standardisation of ESG
metrics is a problem for both investors and borrowers. From
the investors’ point of view, it could be challenging to under-
stand and choose among the ESG ratings to select the best
investment opportunities. Similarly, it would be difficult for
borrower companies to establish financing plans in a correct
way.

We believe that taking into account ESG factors is a neces-
sary step for a sustainable finance and, for this reason, wewill
consider the issue of Sustainable credit scores, through the
investigation of the impact of ESG scores on credit ratings,
as the main focus of our paper.

A second important model risk concerns lack of predic-
tive accuracy. Credit scoring in peer-to-peer lending has been
studied in a few recent papers, that proposenetworkmodels to
take into account platform risk arising from the connectivity
between companies. In these papers, financial network mod-
els allow to improve the predictive accuracy of the individual
probability of default by considering similarities or link-
ages among borrowers. This becomes crucial for peer-to-peer
lending platforms, in which individuals are able to directly
provide small and, in most cases, unsecured loans to small
and medium enterprises, without the availability of financial
and behavioural information typically leveraged by banks. A
network-based scoring model built upon balance sheet sim-
ilarities between P2P borrowing companies was applied by
Agosto et al. [5], while Ahelegbey et al. [6] improved P2P
credit scoring models by clustering SMEs based on latent
risk factors, deduced from financial ratios. In [5], a network
is instead built upon trade flows between the companies join-
ing the platform, proxied by input–output data at the sector
level.While networkmodels, and similarly complexmachine
learning models, may seem appealing, capturing nonlinear-
ities and, thereby, improving predictive accuracy, in some
cases they can be limited by their “black-box” nature, which
makes it difficult to interpret the results. Although complex
machine learningmodelsmay reachhighpredictive accuracy,
their predictions are not Explainable, in the sense that they
cannot be understood, and therefore oversight, by humans.

We believe that such models may be useful when they
improve model accuracy in a manner that overcompensates
their lack of explainability, making the further computational
burden of making them explainable affordable. This may not
be the case when data are of limited quality.

Indeed, following what we already discussed, a third
important model risk that may arise in machine learning
credit scoring is that of data quality, whose lack may lead to
unfair results, as stated, for example, in the recent European
Artificial Intelligence Act [7]. The problem of data quality
arises in credit scoring when some necessary information is
missing or contradictory. This is the case of sustainability
factors, encoded in ESG measures: they are not yet stan-
dardised, with different data providers assigning a different

ESG value to the same company, and with a relatively short
time series available. This lack of standardisation may lead
to unfair credit ratings, which creates a distorted credit allo-
cation.

We believe that lack of data quality is a real concern that
prevents from a correct understanding of the impact of ESG
factors on credit ratings. However, in line with our focus, we
will employ the data available so far, trying to leverage not
only the disadvantages but also the advantages of inconsistent
ESG databases.

A fourth important model risk is lack of explainability
of the credit scores. This is a very relevant problem for
many stakeholders: for investors,who cannot rationalise their
investment decisions, not knowing why some companies
have a higher score than others; for borrowers, who cannot
improve their scores, without knowing the drivers of their
values; for regulators and supervisors, which cannot evalu-
ate the impacts of the proposed models, particularly under
stress scenarios and, therefore, may not validate them. Com-
plex machine learning models may be highly accurate, as
they can capture nonlinearities and interdependences, but are
typically “black-box”: they assign predictive scores without
explaining their determinants, in terms of the most corre-
lated explanatory variables, as “classic” regression models
do, leading to a lack of model explainability. The recent
machine learning literature has proposed methods to explain
black box models, by means of further processing of the pre-
dictive output: see e.g. [8–11].

We believe that Explainable AI methods are useful, but
their extra computational burden is not justified when the
available data are of limited quality and/or size. In this case
it would be better to build amodel that is, while complex, and
capable to capture nonlinearities, “explainable by design”, as
a simple regression model.

Sustainability, Accuracy, Fairness and Explainability are
desirable characteristics of a machine learning model, which
should be monitored along time for high-risk applications
of AI, as stated in the recent European AI Act (and in simi-
lar proposals to regulate artificial intelligence that are being
developed worldwide). The importance of these four char-
acteristics highlights the need to build appropriate statistical
metrics to measure them, currently not available.

To fill the gap, we have been working in close collabora-
tion between academics and policymakers, within theMilano
Hubof theBank of Italy, to develop aS.A.F.E. learningmodel
that can take Environmental, Social and Governance factors
into account.

The result of the collaboration, reported in the present
paper, is a credit scoring model for companies that, given
the available data, is: Sustainable, as it contributes to sus-
tainability efforts in Finance, by taking into account ESG
indicators in the prediction of creditworthiness; Accurate, as
it indicates that ESG factors predict to some extent credit rat-
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ings, even when controlling for balance sheet information;
Fair, as it “compensates” different data providers into one
combined score; Explainable, as based on a mixture model
whose weights indicate the importance of each ESG score in
determining the credit scores.

From a methodological viewpoint, the main contribution
of the paper is a data-driven model that describes how ESG
scores affect credit ratings, by means of a statistical learning
model that is explainable by design, as the final ESG score is
a linear combination of the ESG sources, with weights that
are proportional to their predictive accuracies.

We remark that the aim of the paper is not to evaluate what
is the effect of ESG indicators on credit ratings but, rather,
whether there is such an effect, and whether different ESG
indicators (or their combined score) contribute differently
to this effect (even if potentially limited). This is why we
focus on the Bayesian model, which can produce a weight
for each indicator, that depends on its accuracy, allowing to
judge the accuracy of each ESG score for credit ratings and,
furthermore, providing a way to aggregate the indicators in
a combined measure that we show to improve accuracy. The
weights depend on the in-sample accuracy of each ESG indi-
cator in explaining a target variable related to the company’s
creditworthiness, such as the credit rating or a default binary
variable. In other words, the combined ESG score will be
strongly impacted by good scores and less impacted by bad
scores.
The methodology proposed in this paper can be usefully
addressed to different stakeholders. For data scientists, it pro-
vides assessment metrics for different ESG indicators, which
is proportional to their (credit rating) predictive accuracy. For
investors, it can provide an aggregate ESG indicator, more
robust than single indicators, that can be used in investment
decisions. For borrowers, it provides a mean to evaluate long
term lending perspectives, taking ESG factors into account.

To our knowledge, this is the first data-drivenmodel based
on the relationship between credit ratings and ESG scores,
by means of a statistical learning model that is explainable
by design, as the final ESG score is a linear combination of
the ESG sources, with weights that are proportional to their
predictive accuracies.

The remainder of this paper is organised as follows: Sect. 2
presents a discussion on the main focus of our paper: the
relationship between ESG factors and credit ratings; Sect. 3
introduces the proposedmodelling approach; Sect. 4 presents
an application of the methodology to a sample of European
companies and, finally, Sect. 5 concludes.

2 ESG scores and credit rating

Corporate Social Performance (CSP) is aimed at evaluat-
ing the degree to which companies are sustainable, that is,

how they perform their business activities in relation to the
external stakeholders and taking into account the economic,
environmental, social, and time factors [12, 13]. Environmen-
tal, Social and Governance (ESG) factors are often taken as
a proxy for the sustainable behaviour of companies.

Environmental factors (E) relate to the impact on the envi-
ronment deriving from the production of goods or services
and include carbon emissions, preservation of the natural
environment, biodiversity protection, and waste and water
management [14–16]. A company that operates with less
harm to the environment might reduce the probability of
future scandals, legal actions, losses related to legal claims
etc. and benefit from a better reputation and lower risks [17].

Social factors (S) refer to the impacts of companies on
society, including issues of employee satisfaction, diversity,
inequality, gender gap, protection of young and children,
investment in human capital and communities, and human
rights [14, 18].

Governance factors (F) measure the quality of corporate
governance. Shortcomings in governance have been in the
past the cause of major scandals and crises, such as the Enron
crisis in the USA, Volkswagen in Germany, Parmalat in Italy,
and the banking crisis of 2007–2008 [19, 20]. Improved gov-
ernance settings can contribute to a more sustainable and
balanced firms’ growth, therefore contributing to a more sus-
tainable economic development [21, 22].

The above factors are the basis for investment decisions
and drive the choice of investors in terms of which com-
panies to finance through equity or debt. To improve the
interpretability of ESG, specialised companies (including
rating agencies) have started to providemeasures and proxies
for ESG behaviour, publishing ESG ratings or ESG scores
that convey the level of sustainability of companies and the
degree of accountability of these companies on ESG aspects
[23, 24].

Each rating provider collects information from different
sources (company reports, news, stock exchange informa-
tion, etc.) and applies proprietary methodologies to com-
bine information and produce a summary measure of ESG
behaviour. Differentmethodologies yield differentmeasures,
that often produce divergent results [3, 4, 25, 26], and this
induces lack of standardisation.

The importance of ESG metrics is bound to grow in the
future, with ESG ratings likely to affect investors’ deci-
sions, firms’ ability to finance their investments and pursue
a sustainable business model. It follows that understanding
whether and how ESG ratings affect creditworthiness is a
very important managerial and policy challenge.
To our knowledge, this is the first work to: (1) analyse the
relationship between ESG scores and credit ratings through
a data-driven model that predicts the company’s credit rat-
ing class based on the ESG rating; (2) use the ESG scores
assigned by different providers to create a combined metric
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where each ESG score is weighted based on its predictive
accuracy.

In the next section, we describe our proposed method-
ology, which is applied to real data in Sect. 4. Section5
concludes the paper with a final discussion.

3 Proposal

In this section, we introduce our proposed Bayesian learning
model, which leads to an indicator for the ESG performance
of listed companies that integrates the ESG scores assigned
by different providers. The indicator is obtained attributing
to each available ESG score a weight that is a function of the
likelihood of the observed counts of companies belonging to
the different credit rating classes, under the alternative par-
titions generated by the ESG scores. The likelihood weights
express in-sample predictive performance and are obtained
through the application of Bayes’ theorem.

Our model is based on the assumption that there is an
effect of ESG scores and credit rating. However, our aim is
not to build a model that employs ESG scores to improve
credit rating predictive accuracy but, rather, to investigate
the relative importance of each ESG data score. To this end,
we extend to the ESG context the methodology proposed
by Cerchiello and Giudici [27], who considered the case of
estimating a company’s probability of default using a set
of explanatory financial variables. Our proposal relies on
the modelling approach by Cerchiello and Giudici [27], but
applies it to study the relationship between ESG indicators
and credit risk, extendingwhat proposed byAgosto et al. [28]
to multiple ESG scores and to a binomial response variable.

In [27], based on the mixture of Dirichlet processes model
proposed byGiudici et al. [29], it is assumed that the partition
gk generated by the k-th among K covariates is made up of
j = 1, ..., Jk levels and that the probability of default of
company i , Prob(Yi = 1), where Yi is a binary variable
equal to 1 if company i defaults, 0 otherwise) is constant
within the same j level of the covariate and equal to θ j .

Here, we extend their work assuming that the partition gk
is generated by the values of the ESG scores assigned by
the k-th data provider, and that Yi is a binary variable which
indicates whether a company rating is speculative (equal to
1) or investment grade (equal to 0). These assumptions do
not imply a loss of generality: different partitions can be
assumed, for example, corresponding to a combination of
ESG scores, and a different binarisation of the rating can be
considered to obtain Y .

Letting Yi be a Bernoulli(θ j ) variable and the θ j ’s Beta
random variables with parameters α and β, which implies
that, a priori, E(θ j ) = α

α+β
, the marginal likelihood contri-

bution of level j can be obtainedas:

p(y‖ j) =
∫ 1

0
p(y‖θ j )p(θ j )dθ j

=
∫ 1

0
θ
d j
j (1 − θ j )

n j−d j
1

B(α, β)
θα−1
j (1 − θ j )

β−1dθ j

= �(α + β)

�(α)�(β)

�(α + d j )�(β + n j − d j )

�(α + β + n j )
(1)

where p(θ j ) is the prior distribution of θ j , d j is the number of
defaulted companies and n j is the total number of companies
sharing level j of the k covariate. Furthermore, B is the Beta
function, defined by:

B(z1, z2) = �(Z1)�(Z2)

�(Z1 + Z2)
,

where for each positive integer n:

�(n) = (n − 1)!

Under the assumption that the θ j ’s are independent random
variables, the marginal likelihood of the partition gk is:

p(y‖gk) =
Jk∏
j=1

p(y‖ j), (2)

which determines the posterior probability of the partition:

p(gk‖Y ) ∝ p(y‖gk)p(gk), (3)

where p(gk) can be set a priori, for example, according to the
uniform distribution: p(gk) ∝ 1/M where M is a constant.

The expected probability of default of company i , con-
ditional on the available set of covariates X , can then be
obtained as follows:

E(θi‖X ,Y ) =
K∑

k=1

E(θ j‖gk,Y )p(gk‖Y ), (4)

with E(θ j‖gk,Y ) = α + d j

α + β + n j
, in which the posterior

probability p(gk‖Y ) acts as k-th covariate weight in deter-
mining the expected probability of the default event.

Equations (3) and (4) summarise the essence of our pro-
posed machine learning model. It is a Sustainable model,
as it allows to measure the impact of ESG factors on credit
ratings; it is a Fair model, as it averages the contribution of
different ESG providers, compensating their differences, due
to different objectives; it is an Explainable model, as it is a
linear combination of weights with posterior probabilities,
which, although calculated in a nonlinear way, have a clearly
interpretable meaning. In the next section, we will verify, for
our available data, whether the model is also accurate, that
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is, whether ESG factors have a predictive relevance for credit
ratings, and what are the relative weights of each ESG factor
in the model.

For the sake of comparison and completeness, we consider
as benchmark model XGBOOST [30], for its well-known
capability of modelling nonlinearity in a very efficient way,
without imposing any distributional assumption. Moreover,
together with deep neural network, they represent the state of
the art, as far as the overall accuracy is concerned. Since deep
neural network cannot be profitably employed in the current
exercise, given the dimensions of the dataset, we resort to
XGBOOST. Indeed, the latter is an ensemble model which
works over the idea of combining several weak classifiers to
create a strong one characterised by extremely good perfor-
mance thanks to a regularised gradient boosting framework.
As further term of comparison, we also consider bagging and
random forest models which belong to the same ensemble
approach family but exploiting different strategies [31].

4 Application

4.1 Data

In this section, we apply our proposed methodology to a
sample of 1382 European companies for which we retrieve:

• theMSCIESGScore: a continuous variable ranging from
0 (lowest sustainability) to 10 (highest sustainability);

• the Refinitiv ESG Score: a continuous variable ranging
from 0 to 100. As for theMSCI ESG score, higher values
indicate better sustainability profiles;

• the Standard and Poor’s (S&P) Global ESG Rank: a dis-
crete variable defined as the total sustainability percentile
rank, ranging from 0 (lowest sustainability) to 100 (high-
est sustainability);

• the risk class assigned to the company based on the
Bloomberg Issuer Default Risk model generated proba-
bility of default over the next one year: an ordinal variable
whose categories in the sample range from IG1 (high-
est credit worthiness) to D4 (lowest credit worthiness).
Specifically, classes from IG1 to IG10 identify Invest-
ment Grade bond issuers, while classes from HY to H6
and from D1 to D4 identify High Yield and Distressed
bond issuers, respectively. Starting from the rating class
information, we define a binary variable which is equal to
1 if the company belongs to a speculative (high-yield or
distressed) class, 0 otherwise. This will be our target vari-
able in the application of the Bayesian model presented
in Sect. 3;

Fig. 1 Distribution of the analysed companies by Bloomberg credit
rating. Source: own elaborations based on Bloomberg data

• a set of 13 financial ratios1 which should reflect company
profitability, growth and liquidity, together with the value
of market capitalisation, which serves as a dimensional
indicator.

To allow the comparability of the scores, the MSCI ESG
score has been rescaled in the 0–100 range.
Data are the last available as of August 3, 2022, and is
retrieved from various sources: MSCI ESG Research (for
the MSCI ESG scores), Refinitiv LSEG business (for the
Refinitiv ESG scores), Bloomberg (for the S&P Global ESG
rank and the credit ratings). All Data is pre-processed so that
no missing values are present in our sample. In our setting,
among the European companies having an ESG rating, we
only select those (1382) for which all three ESG scores are
available at the considered date. The data have got a cross-
sectional structure, all being referred to a single date, the 3rd
of August, 2022.

The distribution of sample companies among the credit
rating classes is shown in Fig. 1.

Figure1 shows that, for the considered companies, the
distribution of ratings is quite skewed to the right, and that
there is a large group of companies with very high ratings
(IG1). Both aspects will make it more challenging to attain
a good level of predictive accuracy.
As it can be seen from Fig. 2,2 the distribution of the three
ESG scores in the analysed sample is instead left-skewed,
meaning that a few number of companies have a much worst
ESG evaluation than the mean one.

1 Our balance sheet dataset includes the following indicators: Return
on Equity, Return on Asset, Return on Investment, Short Term Debt
on 1-year Growth, Total Debt on 1-year Growth, Free Cash Flow on
1-year Growth, Free Cash Flow on 5-year Growth, EBITDA to Inter-
est Expenses, Long Term Debt to Total Equity, Quick Ratio, Capital
Expenditure Ratio, Financial Leverage, Asset Turnover.
2 Reproduced by permission of MSCI ESG Research LLC, copyright
2023 MSCI ESG Research LLC, All rights reserved.
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Fig. 2 Distribution of the
analysed companies by ESG
score. To allow the
comparability of the scores, the
MSCI ESG score has been
rescaled in the 0–100 range.
Source: own elaborations based
on MSCI ESG Research,
Refinitiv (LSEG business), S&P
Global and Bloomberg data

Table 1 Pearson correlation between the ESG scores

S&P Refinitiv MSCI

S&P 1 0.692 0.373

Refinitiv 0.692 1 0.383

MSCI 0.372 0.383 1

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

Table 2 Spearman correlation between the ESG scores

S&P Refinitiv MSCI

S&P 1 0.689 0.356

Refinitiv 0.689 1 0.376

MSCI 0.356 0.376 1

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

Concerning the concordance between the ESG scores, it
can then be noticed from Tables 1, 2, 3 and 4 that correlation
between the Refinitiv and the S&P ESG scores is relatively
high according to the Pearson and Spearman measures, but
decreases to nearly 50%when moving to rank-based concor-
dance measures. Correlation between the MSCI ESG scores
and the other two indicators is instead low, never reaching
40%. This increases the interest in reaching a sustainability
metric that combines alternative ESG scores based on their
capability to order the observed companies by their credit-
worthiness.

4.2 Results

4.2.1 In-sample analysis

The first step in our empirical analysis consists of the calcu-
lation of the posterior probability-based weights according
to the methodology described in Sect. 3. Having no a pri-

Table 3 Kendall’s tau correlation between the ESG scores

S&P Refinitiv MSCI

S&P 1 0.501 0.246

Refinitiv 0.501 1 0.259

MSCI 0.246 0.259 1

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

Table 4 Somers D correlation between the ESG scores

S&P Refinitiv MSCI

S&P 1 0.498 0.247

Refinitiv 0.498 1 0.262

MSCI 0.247 0.262 1

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

ori reasons to assign different weights to the scores, we set
the M constant in (3) equal to 3, which means that the three
scores are a priori equally weighted. The α parameter is set
equal to the ratio between the number of investment grade
companies and the total number of companies in the sample,
so that β = 1 − α is set to be the proportion of speculative
grade companies in the sample.

The posterior weights associated with the scores are esti-
matedona random training sample of 829companies (60%of
the available observations) and are shown in the second col-
umn of Table 5. The third column of Table 5 reports instead
the weights obtained by applying the same methodology to
the residuals of stepwise linear regression models where the
dependent variable is a given ESG score (MSCI, Refinitiv
or S&P) and the regressors are the company’s balance sheet
variables and market capitalisation. This allows indeed to
consider the extent to which the financial information—on
which both theESGscores and the credit ratings are supposed
to be related to—influences the capability of ESG scores to
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Table 5 Weights derived from the posterior probabilities associated to
the ESG scores, before and after controlling for financial ratios

ESG score Before control After control

MSCI 0.36 0.34

Refinitiv 0.37 0.32

S&P 0.27 0.34

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

predict the credit ratings. Coefficient estimates for the esti-
mated linear regression models are shown in Tables 7, 8 and
9.

Table 5 shows that model weights are somewhat differ-
ent, before controlling for financial ratios. But also that such
difference nearly disappears, once controlling for the same
ratios. This may be the effect of different attention given
by the providers to the financial ratios. Once they are taken
into account, however, the ESG scores have a similar impor-
tance, in determining credit worthiness. This shows that
our proposed model is able to improve fairness, reducing
inconsistencies among the data providers. And, by taking an
equally weighted average of the ESG scores, it does not gen-
erate any bias deriving from using one rather than the other.

We also remark that the weights in Table 5 are the main
output of our proposed model: a set of weights which is easy
to interpret and implement in the monitoring of credit risk.

In otherwords,with the in-sample analysiswe have shown
that our proposed model is fair and explainable.

4.2.2 Out-of-sample analysis and robustness

We now provide a predictive analysis where the probability
that a company belongs to a certain rating class—conditional
on the ESG score—is estimated based on the methodology
described in Sect. 3.

Specifically, we use the weights associated to the ESG
scores estimated on the training sample (see Sect. 4.2.1) to
predict the credit rating in the validation sample (40% of the
available observations). According to the proposed merged
scoringmethodology, theweights are then used to determine,
for each company, and for each provider domain (Refini-
tiv, Standard and Poor’s, MSCI) the probability associated
to each of the two considered rating categories: Investment
Grade or Speculative (High Yield or Distressed) class.

Figure3 shows the posterior probabilities associated to
the different classes of the ESG score distribution, for each
of the three scores considered. These probabilities are used
to determine the probabilities assigned by the merged score.
Indeed, for each company, the probability of belonging to a
speculative rating class is calculated as the weighted mean

of the probabilities assigned by the three scores, using the
Bayesian likelihood-based weights.

Figure4 shows the ROC curves of the credit rating pre-
diction based in the ESG scores, obtained by applying the
Bayesian model.

From Fig. 4 note that there is no absolute dominance of
one specific ROC curve. The relationship depends strictly
on the quantiles of reference. More in detail, if we compare
the related AUROC measures, the two leading models are
the Merged score and the MSCI ones. The Merged score
model is, furthermore, more robust (more sustainable in the
statistical sense) as it does better in modelling the tails of the
distribution, where the more extreme financial profiles lie:
companies that are either very bad or very good.

The results are confirmed after controlling for the financial
ratios. We can conclude from Fig. 4 that the merged model
leads to predictions that are better than those of the single
ESG scores on the tails and, in particular, for high cut-off lev-
els. This means that the merged model is resilient to extreme
values (upper tail): its performance does not decrease when
extreme values are considered, as indìvidual ESGmodels do.
The proposedmodel is thus a sustainable credit ratingmodel,
as it shows that ESG factors are important to predict credit
ratings, even when financial variables are inserted into the
model. The proposed model also improves predictive accu-
racy, with respect to what the separate ESG scores would
do.

A question that may arise, especially for the sake of
comparison, is whether a different (non-Bayesian) machine
learning model would improve predictive accuracy, although
being not explainable. If it were so, computationally expen-
sive explainable AI methods, such as Shapley values [8, 10]
could be applied as an “add-on” to the model.

To this end, we additionally fit a competing model, which
is typical expression of machine learning approaches.

As already introduced, we fit a XGBOOST by means of
the package ’xgboost’ of R software and by setting three
tuning parameters as follows: a parameter d, which deter-
mines the depth of each boosted tree; a learning parameter
η, which determines the updating rate, and a parameter B,
which determines the number of boosted trees. We select
the values of such parameters after a fine tuning exercise and
specifically we take: d = 1 or 2; η = 0.001; B = 5000.
Indeed the parameter d controls for the complexity/size of
the trees in terms of considered variables and depth levels.
Given the limited number of variables, we consider very
small values for d: 1 and 2. The features employed are the
three ESG scores, exactly as for the Bayesian model and we
estimate XGBOOST on a 60% training set and we evaluate
it on the remaining 40% test set (same strategy employed for
the Bayesian model).

We ended up with a boosting model whose predictive
performance is reported in Fig. 5. For the sake of complete-
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Fig. 3 Estimated probability of belonging to a High Yield or Distressed
credit rating class by ESG score class, before (left) and after (right)
controlling for financial and dimensional indicators. The dashed line

indicates the ratio of speculative-grade rated companies in the sam-
ple. Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

Fig. 4 ROC curve of credit rating predictions based on ESG scores,
before (left) and after (right) controlling for financial and dimen-
sional indicators, obtained through application of the proposedBayesian

model. Source: own elaborations based onMSCIESGResearch, Refini-
tiv (LSEG business), S&P Global and Bloomberg data

Fig. 5 ROC curve of credit rating predictions based on ESG scores
obtained through the XGBOOST algorithm. Source: own elaborations
based onMSCI ESGResearch, Refinitiv (LSEG business), S&PGlobal
and Bloomberg data

ness, we have also included two further classificationmodels,
namely Bagging and Random forest, which are ensemble
methods still based on classification trees.

In Table 6, we report a full comparison of the different
approaches.

Table 6 reports the value of AUROC (area under the ROC
curve) andAUPRC(area under the precision and recall curve)
for the individual ESG scores, the merged ESG score, the
XGBBOST, the bagging and the random forest. AUROC

accounts for the overall accuracy for each and every pos-
sible threshold, AUPRC similarly considers the areas under
the precision and recall curves regardless the threshold. Such
strategy allows us to produce a robust quality assessment
of the competing models, without imposing any subjective
assumption. From Table 6, we infer that either AUROC
or AUPRC are very close to each other when considering
the Bayesian model and the XGBOOST. Indeed, the slight
improved accuracy of XGBOOST is limited and it is not
statistically significant.

Indeed, the proposed Bayesian model does not offer an
exceptional performance, especially because the effect of
ESG factors on credit ratings is probably limited, but it has a
clear and unavoidable advantage: it is explainable by design
and it offers a system of weights that can be used in further
analysis. On the other hand, the XGBOOST model, which is
not explainable by design, does not lead to a gain in predictive
accuracy that can justify the use of a computationally expen-
sive AI method, such as Shapley values. The same applies to
Bagging and Random Forest which show even worse perfor-
mances than XGBOOST.

We remark that both XGBOOST or bagging/random for-
est can be made explainable (in a qualitative sense) using a
variable importance plot. Unfortunately, the variable impor-
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Table 6 AUROCandAUPRCof credit rating predictions based onESG
scores, obtained through application of the proposed Bayesian model
and the XGBOOST algorithm

ESG score model AUROC AUPRC

MSCI 0.60 0.22

Refinitiv 0.51 0.18

S&P 0.55 0.19

Merged Bayesian score 0.59 0.24

XGBOOST 0.61 0.25

Bagging 0.54 0.20

Random forest 0.55 0.21

Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data
Bold values refer to the performance of the two compared approaches,
i.e. our merged Bayesian score vs XGBOOST

Fig. 6 Variable Importance Plot obtained upon the XGBOOST algo-
rithm. Source: own elaborations

tance plot is not fully agnostic: we cannot use it for the
Bayesian model, for example, and, thus, make comparisons.
In this regard,we report inFig. 6 the variable importanceplots
obtained upon the XGBOOST algorithm. Two measures are
used for the ranking of the used variables: mean decrease
accuracy and mean decrease Gini. Both agree on the ranking
in the importance of the variables: first ESG from Refinitiv,
second ESG from S&P, third ESG from MSCI. The results
confirm what obtained from the Bayesian model, that is the
relevance of ESG scores produced by Refinitiv. As a sec-
ond important variable, the variable importance plot selects
ESG scores from S&P conditionally on Refinitiv, differently
from the Bayesian model which proceeds with a simultane-
ous selection.We remark that the weights and the importance
attributed to the different ESG scores has merely a descrip-
tive purpose within the framework of our model and it does
not imply any evaluation of their inner quality.

Although a computationally expensive explainable AI
method may not be justified in our context, we have tried
to interpret the predictions obtained from XGBOOST with a
graphical method, comparing the plots of the estimated prob-
abilities by the three ESG scores, similar to what obtained in
Fig. 3 for the Bayesian model, reported in Fig. 7.

Comparing Figs. 7with 3 (left), note that the behaviours of
the estimated probabilities are rather similar. In both cases,
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Fig. 7 Estimated probability of belonging to a high yield or distressed
credit rating class by ESG score class, with the XGBOOST model.
Source: own elaborations based on MSCI ESG Research, Refinitiv
(LSEG business), S&P Global and Bloomberg data

there is an overall negative dependence between the ESG
score class and the probability of default; moreover, the range
of variation of Refinitiv is the smallest. This implies a higher
weight in the Bayesian model for Refinitiv than for more
discriminant scores, such as S&P. Figure7 shows that the
probabilities estimated by the XGBOOST have generally a
lower variability, with respect to those from the Bayesian
model. This is in line with the smoothing effect carried out
by the (nonlinear) XGBOOST model.

5 Conclusions

In the paper, we have shown how credit worthiness could be
measured by means of a S.A.F.E. machine learning model
which reduces model risks, in line with the emerging regula-
tions of artificial intelligence, which aim to measure the risks
of artificial intelligence to promote its usage.

The model is Sustainable, as credit ratings can take Envi-
ronmental, Social and Governance factors into account. The
model is Accurate, as it indeed shows that ESG scores have
an effect, although limited, in the prediction of credit ratings.
The model is Fair, as it can level out differences between dif-
ferent ESG data providers, taking an averaged score. The
model is Explainable as it can be easily interpreted by means
of a set of normalised weights assigned to the different ESG
providers,which are functionof their relative predictive accu-
racy.

We believe that this paper is the first of this kind, and it
may generate debate and impact, in theAI and in the financial
community altogether.

This, in particular, because it can improve ESG standard-
isation, providing a solution to the problem of multiple ESG
ratings. The increased attention to sustainability issues has
yielded the proliferation of rating agencies and ESG scores,
with multiple ESG scores on the market that are often diver-
gent and provide different types of information. In the paper
we show how to combine different ESG scores into a single
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ESG one that combines the information given by different
providers of ESG scores. A combined score can bring better
evidence on whether ESG factors can be predictors of credit
rating classes.

Our findings havemany implications for the application of
statistical learning and artificial intelligence methods in the
financial sector.What presented can be useful for investors in
financial markets, who can exploit the information provided
by different ESG scores in a comprehensive setting, reducing
information asymmetries on ESG company performance. It
can also be useful for lenders in credit markets, as they can
make a better informed use of ESG factors in determining
credit worthiness, to the benefit of the best-performing com-
panies in terms of sustainable behaviour. It can be of interest
also for insurance companies, helping to assess pricing of
climate and ESG related events.

Our research is also of interest for regulators and super-
visors in the financial sector, as it provides a standardised
metric to measure the impact of different ESG scores, along
with a combined score, thereby improving the assessment of
the sustainability of the company which receives ESG rat-
ings. And, finally, it is important for ESG data providers,
as they can receive feedback on the relative quality of their
metrics, and, possibly, improve them.

We also remark that the scope of this paper is to provide
indications to financial institutions on the relative quality of
different ESG providers (in terms of their predictive accu-
racy).

Future research could replicate how our results, obtained
on the available data, clean of missing values, can be
extended, to a different and possibly larger database.

Future research should also extend ourwork to cover com-
panies for which ESG scores are missing for some providers.
Our approach can be easily generalised to this context assign-
ing companies with missing scores to a distinct new category
that contains all companies with missing information.

Future research should also concern the implementation of
the proposedmethodology to other regulated industries, such
as the health care and the automotive sectors, and, possibly,
to other high-risk artificial intelligence applications.
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Appendix A

The following tables report the coefficient estimates3 for the
linear regression models of the ESG scores on balance sheet
ratios and dimensional indicators (Tables 7, 8, 9).

Table 7 Results of stepwise linear regression model of the MSCI ESG
score on balance sheet ratios and dimensional indicators

Variable Estimate P-value

(Intercept) 68.9 < 2e−16***

EBITDA to revenue 6.55e−03 0.029**

Free cash flow to total equity −2.40e−03 0.007***

Quick ratio −1.21 0.002***

Market capitalisation 9.22e−06 0.041**

Source: Own elaborations based on MSCI ESG Research and
Bloomberg data

3 In all tables, ***, **, * denote statistical significance at the 1%, 5%
and 10%, respectively.
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Table 8 Results of stepwise linear regression model of the Refinitiv
ESG score on balance sheet ratios and dimensional indicators

Variable Estimate P-value

(Intercept) 63.8 <2e−16***

EBITDA to revenue 7.87e−03 0.003***

Short term debt on 1-year growth −1.33e−03 0.108*

EBITDA on interest expenses −7.13e−04 0.138

Quick ratio −2.182 5.94 –10***

Financial leverage 0.148 0.009***

Market capitalisation 1.83e−05 6.66e−06***

Source: Own elaborations based on Refinitiv (LSEG business) and
Bloomberg data

Table 9 Results of stepwise linear regression model of the S&P ESG
score on balance sheet ratios and dimensional indicators

Variable Estimate P-value

(Intercept) 64.6 <2e−16***

EBITDA to revenue 5.83e−03 0.121

Long term debt to total equity −1.60e−03 0.081*

Quick ratio −3.18 1.59e−10***

Financial leverage 0.210 0.014**

Asset turnover −3.382 0.003*

Market capitalisation 2.30e−05 5.52e−05***

Source: Own elaborations based on S&P Global and Bloomberg data
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