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Abstract

Explainability for artificial intelligence (AI) in medicine is a hotly debated topic. Our paper pres-

ents a review of the key arguments in favor and against explainability for AI-powered Clinical

Decision Support System (CDSS) applied to a concrete use case, namely an AI-powered

CDSS currently used in the emergency call setting to identify patients with life-threatening car-

diac arrest. More specifically, we performed a normative analysis using socio-technical sce-

narios to provide a nuanced account of the role of explainability for CDSSs for the concrete

use case, allowing for abstractions to a more general level. Our analysis focused on three lay-

ers: technical considerations, human factors, and the designated system role in decision-mak-

ing. Our findings suggest that whether explainability can provide added value to CDSS

depends on several key questions: technical feasibility, the level of validation in case of

explainable algorithms, the characteristics of the context in which the system is implemented,

the designated role in the decision-making process, and the key user group(s). Thus, each

CDSS will require an individualized assessment of explainability needs and we provide an

example of how such an assessment could look like in practice.
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Introduction

Machine learning (ML) powered Artificial intelligence (AI) methods are increasingly applied

in the form of Clinical Decision Support Systems (CDSSs) to assist healthcare professionals

(HCPs) in predicting patient outcomes. These novel CDSSs have the capacity to propose rec-

ommendations based on a plethora of patient data at a much greater speed than HCPs [1]. In

doing so, they have the potential to pave the way for personalized treatments, improved patient

outcomes, and reduced health care costs.

In laboratory settings, proof-of-concept AI-based CDSSs show promising performance

[2,3]. In practice, however, AI-based CDSSs often yield limited improvements [1,4–9]. A pos-

sible explanation for this might be that in cases where the AI system’s suggested course of

action deviates from established clinical guidelines or medical intuition, it can be difficult to

convince HCPs to consider the systems’ recommendations rather than dismissing them a

priori.

It is important to note that many AI algorithms, especially the popular artificial neural net-

works (ANN), are so-called “black boxes,” because the inner workings of the algorithm remain

opaque to the user. This situation can lead to a lack of trust in the black-box AI system, which

is an important barrier to CDSS adoption [1]. Consequently, finding ways to foster HCPs’

trust in CDSSs is critical to enable their wide-range adoption in clinical practice [1,10,11].

An often referenced way to foster trust is to increase the system’s transparency [12], and an

important part of increasing transparency is the application of explainability [13]. While a

multitude of different approaches exists to explain the inner workings of an AI system, each of

these approaches entails certain advantages and challenges [14–17]. In addition, what consti-

tutes a “good” explanation depends on multiple factors, such as the target audience and

intended use case [18–24]. In fact, it even remains contested whether explainability should at

all be a requirement for CDSSs. While the majority of the academic community seems to lean

towards explainability as instrumental, desirable, and potentially necessary [11,14,25–27].

There are also compelling arguments against this predominant view [28–30].

According to the European Commission’s High-Level Expert Group on AI (AI HLEG),

transparency is one of the key requirements for trustworthy AI. Explainability is but one mea-

sure of achieving transparency; other measures include, for example, detailed documentation

of the used datasets and algorithms, as well as an open communication on the system’s capabil-

ities and limitations. While AI HLEG deems explainability useful, the expert group does not

consider it necessary for trustworthy AI systems. However, according to AI HLEG, in systems

without explainability, efforts need to be made to include other measures of transparency [13].

The present paper contributes to this discourse by reviewing some of the key arguments in

favor and against explainability for CDSSs by applying them to a practical use case. Specifically,

the paper builds on and extends the trustworthy AI assessment of an AI system deployed and

used to detect cardiac arrest in an emergency call setting in Denmark (Z-Inspection process1)

[31]. By exploring different development scenarios for the system—with and without explain-

ability—this paper provides a nuanced account of the role of explainability for CDSSs that

goes beyond purely theoretical considerations.

Terminology

A considerable challenge in the field of explainable AI is the lack of a commonly accepted

interdisciplinary terminology. It is possible—as we have done so far—to refer to explainability

as an overarching, general concept; this is also how the AI HLEG uses the term [13]. Using this

terminology, it can be defined as additional information—next to the performance of the AI

system—on how an AI system arrives at a certain output. General explainability can have
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different scopes: global explainability provides information on the model as a whole, while

local explainability provides information on a specific prediction.

When referring to different algorithms that can achieve explainability, there are unfortu-

nately a multitude of different terms in the field that are frequently used interchangeably and

without a fixed definition, especially across disciplines [22,25,28]. Thus, there is a need to

define the usage of these terms for the current work. In the following, we will distinguish

between interpretable and explainable algorithms. We find the following definition useful for

our use case: While both explainable and interpretable algorithms have the same goal in com-

mon as defined by the previous overarching general definition, they are distinct with regard to

the technology applied. In this context, interpretable algorithms encompass all methods where

the model’s decision process can be inherently and intuitively understood by the intended

user. Common examples are linear and logistic regression techniques, where the importance

of features can be inferred from the feature weights. Another example is decision trees which

humans can intuitively interpret. In contrast, explainable algorithms refer to methods that try

to open black-box models post hoc. These methods are often themselves interpretable algorith-

mic models that approximate the black-box models. An explanation for a black-box model can

then, for example, be obtained through an interpretable approximation (see, e.g., SHAP [32]

or LIME [33]).

Since a main concern of this work is the practical implications of the choice of explainabil-

ity, we will build on this introduced distinction. Although there is some debate about the ter-

minology of the terms, when referring to the general concept of explaining machine learning

models, we will call it explainability. This can be achieved either by using inherently interpret-
able algorithms (which provide interpretations) or by using a black-box algorithm and an addi-

tional explanation algorithm (which provides explanations). These interpretations or

explanations are what the user is interacting with (Fig 1).

Brief review of explainability for CDSSs

Explainability: Opportunities and merits

Explainability methods hold great potential for CDSSs. Explaining the inner workings of AI

systems can facilitate finding potential flaws and identify the root causes of errors more effi-

ciently [34]. On the other hand, explainability allows HCPs to judge whether the system’s out-

put is trustworthy [35]. Moreover, it may help them to better communicate with patients why

a specific course of action was recommended by the AI system and to promote trust in the

HCP-patient-relationship [10,13,18,35]. Explainability also enables users to verify that the sys-

tem does not rely on artifacts or noise in the training data, and can be used to assess whether

the system is fair in its decisions, particularly when training data may include a biased or

incomplete picture of the population [36]. Furthermore, explanations have the potential to

reveal new insights regarding what the AI system learned from data, and better understand

what the algorithm optimized for and the related trade-offs [37]. It has also been shown that

providing HCPs with an AI system’s qualified second opinion can increase diagnostic accuracy

over that of either the AI system or the HCP alone [38]. Some authors even argue that explain-

ability constitutes a normative requirement for medical applications [18].

Explainability: Challenges and drawbacks

Especially in the medical domain, explainability might be misleading and, in fact, not always

necessary.

Arguing against the general concept of explainability, it was posited that HCPs prefer effec-

tive use of information from trustworthy sources over a complete understanding of how the
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information was generated [24,29]. Here, the actual usability and performance of a system are

considered more important than the system’s ability to explain its outputs, as long as these out-

puts are shown to be sufficiently accurate and validated [24,39,40]. Experimental evidence also

suggests that explainability might not actually make users more likely to follow an AI system’s

predictions and even make it more difficult to recognize wrong predictions [36]. An additional

argument against explainability is that, in some cases, a universal ground truth that HCPs

agree on might not exist [24,41]. Such cases pose a high, and perhaps even unfeasible, demand

on the level of detail of the explanations.

There is also a risk associated with users misunderstanding plausible associations detected

by AI systems. A key point here is that while an AI-based CDSS may be able to provide expla-

nations for its predictions, clinicians might wrongfully assume causality. However, given that

explanations are correlation-based, they are susceptible to error due to random factors, like

overfitting and spurious correlation, and thus require clinical inference to determine causal

reasons [29]. Contrary to expectations, using an easy-to-understand and transparent model

can decrease the likelihood of users detecting errors in the model, as opposed to using tools

Fig 1. Terminology. Given that there is no commonly accepted terminology, we defined the following terms for this work: When referring to the

general concept of explaining machine learning models, we will call it explainability. This can be achieved either by using inherently interpretable

algorithms (which provide interpretations) or by using a black-box algorithm and an additional explanation algorithm (which provides

explanations). These interpretations or explanations are what the user is interacting with.

https://doi.org/10.1371/journal.pdig.0000016.g001
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without explainability. A possible reason for this is that the user then needs to process too

much information to focus on error detection [36]. It is also possible to craft misleading expla-

nations that look trustworthy to the user and that, while they technically reflect the model’s

decision process with high accuracy, omit parts of the explanation and ultimately decrease the

level of trust in the model [42–44] by allowing vendors to use explainability to “fairwash” their

AI systems [22].

An additional technical challenge is that state-of-the-art deep learning models are not

inherently interpretable [18,28,45]. Existing methods aimed at generating explanations for

these deep learning models often rely on approximations from explanation algorithms. This

leads to a real danger that these approximations—and therefore the explanation they provide

—do not accurately represent the model for some inputs. Another possible reason for an inac-

curate representation of the original model is that there is no guarantee that the approxima-

tion-based explanations use the same features as the original model. The real possibility of

inaccurate explanations can make it harder for clinicians to trust the explanations, and conse-

quently also the model they are explaining—contrary to the intended purpose of these explana-

tions [45–47].

Furthermore, what constitutes a good explanation depends on who is interacting with it

[18,19,21–24,37] and there is no quantitative way of determining the most useful interaction

in advance [19,36,48,49].

Due to these limitations in current techniques for generating explanations, some experts

suggest the use of inherently transparent models such as regression, decision trees, or rule lists

[45,50]. While the decision process of these models is more interpretable for end-users than

that of, for example, a deep neural network (DNN), these models can only be considered inter-

pretable as long as they follow certain limitations, such as with respect to model complexity or

number and type of input features, which begs the question of whether inherently transparent

models actually exist [28,39,51].

Others propose to use counterfactual explanations [47,52–54], which are explanations of

the form “if the input were this new input instead, the system would have made a different

decision” [22]. These explanations resemble the often contrastive way of human explanations

[21] and are therefore easy to understand. However, in practice, it can be difficult and compu-

tationally expensive to find meaningful and useful counterfactual examples [53–55].

Methodology

There is considerable uncertainty about the expected utility and appropriate implementation

of explainability in AI-based CDSSs. To advance current theoretical considerations on the

topic, we performed a normative analysis using socio-technical scenarios to provide a nuanced

account of the role of explainability for CDSSs in a concrete use case. More specifically, we

adopted a bottom-up approach where our analysis was informed by a real-world application

with the aim to make abstractions for AI-powered CDSS, more broadly. We focused our analy-

sis on three layers: technical considerations, human factors, and the designated system role in

decision-making.

The case presented here draws on four consecutive workshops (N = 23, N = 29, N = 23,

N = 8) which involved the initiators of the technology (coauthors S.N.B., H.C.C.) and members

of the Z-Inspection1 initiative, representing researchers and practitioners from medicine,

computer science, and social sciences, including the authors of this paper [56].

Workshops were held online and recorded using the video conferencing software Zoom.

The aims of the workshops were to gain a deeper understanding of the functioning and practi-

cal implementation of the AI system, assess current evidence, and engage in an informed
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discussion about the technical, ethical, and legal implications of the system. The chat protocol

and transcripts of the workshop, as well as relevant publications [57,58] made available by the

initiators of the technology (coauthors S.N.B., H.C.C.), served as the basis for an interdisciplin-

ary assessment of system trustworthiness following the Z-Inspection1 process [31,56], which

is guided by the “Ethics Guidelines for Trustworthy AI” by the European Commission’s AI

HLEG [13]. The report of the assessment has been published elsewhere [31]. Fig 2 presents an

overview of the assessment process.

The present paper draws on this assessment to inform the development of two scenarios,

which explore different pathways for the particular use case focusing on “Transparency”, one

of the key requirements for trustworthy AI [13]: the AI system as a black box (scenario 1) and

as an explainable model (scenario 2). Specifically, the initial assessment of the system and con-

sequent mapping of ethical issues identified lack of explainability as an ethical issue and possi-

ble explanation for the lack of dispatchers’ compliance with the system’s recommendations

[31] (Fig 3). In devising the scenarios presented here, we further relied on prior empirical, con-

ceptual, and normative work on the concept of explainability in CDSSs. We aimed to capture

the various disciplinary perspectives on explainability, ranging from philosophy, to medicine,

to computer science, and law [14,17,18,59,60]. Against this evidence base, we assessed the role

of explainability in clinical decision support systems, taking the case of an AI-based CDSS

used to recognize out-of-hospital cardiac arrest as a case in point.

Use case

The AI-based CDSS in use recognizes out-of-hospital cardiac arrest (OHCA) from audio files

of calls to the emergency medical dispatch center. OHCA is a medical condition where the

heart stops beating due to a failure in signal transmission within the heart [61]. This means

that at the time of the call, the patient is clinically dead, and therefore the caller is never the

patient but a bystander. If OHCA is detected, the dispatcher instructs the caller to perform

chest compressions (CPR), as every minute without CPR reduces the chances for successful

resuscitation and drastically increases the risk for permanent complications, like brain

Fig 2. Z-Inspection1 process. This figure has been reproduced from Zicari RV, Brodersen J, Brusseau J, Düdder B, Eichhorn T, Ivanov T, et al.

Z-Inspection1: A Process to Assess Trustworthy AI. IEEE Trans Technol Soc. 2021 Jun;2(2):83–97. [56]

https://doi.org/10.1371/journal.pdig.0000016.g002
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damage. Survival is unlikely after 15 minutes without CPR [61,62]. This time sensitivity makes

the detection of OHCA one of the key quality indicators for emergency lines across Europe

[60].

In Copenhagen, OHCA related emergency calls are rare, comprising less than 1% of all calls

to the 112 emergency line [58]. Dispatchers are able to correctly identify about 75% of all

OHCA cases. To improve these rates, an AI system was designed with the goal of supporting

the dispatchers in reacting faster and more reliably to the time-sensitive OHCA emergencies

by learning new and effective indicators for OHCA from a large number of previous calls.

During calls to the 112 emergency line, the system analyzes the dispatcher’s questions and

the caller’s answers in order to determine whether an OHCA event is happening. If it detects

such an event, it displays an alert to the dispatcher. Protocol dictates that the dispatcher follows

up on alerts and re-addresses with the caller if the patient is conscious and breathing to estab-

lish whether the patient is in cardiac arrest. From that point on it is the dispatcher’s decision if

they want to follow up further or instruct the caller to start CPR while the ambulance is on the

way. After these follow-up questions, the dispatcher is also free to disregard the system’s alert

if they suspect a false alarm. At no point does the AI system suggest questions or perform

other actions to steer the conversation. The system is only a support for the dispatcher who is

in charge and responsible at all times.

Fig 3. Ethical issue identified during the initial assessment of the use case [31].

https://doi.org/10.1371/journal.pdig.0000016.g003
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A retrospective study showed that the system alone was able to identify cases of OHCA

with a higher sensitivity and faster than the dispatchers. In some cases, the system was even

able to detect the OHCA minutes before the dispatcher [57]. A randomized clinical trial con-

firmed the system’s performance but also found no significant differences between the sensi-

tivity of dispatchers supported by the CDSS and those not supported by the CDSS. It showed

that the dispatchers rarely adequately acted on the system’s alert, despite being aware of its

demonstrated performance [58]. During the assessment, a lack of trust was identified as a pos-

sible cause [31]. One reason for this lack of trust might be the high number of false positives

produced by the system. In addition, the system did not provide any explanations regarding

which part(s) of the conversation triggered the alert or its level of confidence. Consequently,

the dispatcher could not easily judge whether the system’s output was appropriate in a given

case and, therefore, likely chose to disregard the system and trust their own judgment instead.

Results

In the following, we present the two socio-technical scenarios that outline the implications the

foregoing or addition of explainability would have for the use case at hand and what measures

could be adopted, respectively, to increase the dispatchers’ trust in the system.

Scenario 1—Foregoing explainability

In the first scenario, we outline the potential further validation and development process for

the status quo, i.e., the cardiac arrest prediction tool as a black box (without implemented

explainability). As described above, the current status is an AI tool where exploratory research

indicates higher sensitivity and lower time to recognition of the system, but where the dis-

patchers did not demonstrate absolute compliance to the tool in a first randomized clinical

trial, i.e., they rarely adequately acted on the system’s alerts.

Technical considerations. The first layer to explore relates to the technical aspects of

omitting explainability. Without explainability, the sole criterion to translate this system into

clinical practice and to justify widespread clinical use is an excellent performance evidenced by

a robust, high-quality clinical validation through randomized controlled trials [39,40,63]. For

this purpose, major emphasis needs to be put on maximizing the technical excellence of the

system. Additionally, a clinical validation strategy must be developed. Because black

box techniques are sensitive to the datasets used and the diversity of training data, which may

include limitations users of the tool may not be aware of, this strategy needs to ensure that

excellent performance is generalizable to the full range of use-case variability, including popu-

lation characteristics and other relevant factors (e.g., time of calls or technical settings of the

callers). In the current case, a reasonable first target would be the country of Denmark. Thus,

prior to widespread testing, it needs to be ensured that the system can deal with all potential

dialects and accents present in the Danish population, including those of minorities and mar-

ginalized groups, to demonstrate generalizability. This is crucial in the case of no explainability

since the dispatcher has no means to identify a wrong prediction when it occurs, and deep

learning systems can make predictions with high confidence even when these are faulty

[64,65]. If sufficient representation of minorities cannot be guaranteed, the system should at

least detect when it encounters a not sufficiently understood dialect [66,67] to then notify the

dispatchers whilst also refraining from making a prediction.

Human factors. The second layer of our analysis relates to the human factors that must

be considered when omitting explainability. A general challenge for clinical validations of

CDSSs without explainability is that the user who needs to be convinced to trust the system is

at the same time the user operating the system in a prior clinical validation. If—due to
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whichever reason—the user does not operate the system with confidence during clinical vali-

dation, the validation will fail. This is exactly what was observed in the randomized clinical

trial of the system at hand. Thus, systems without explainability face the challenge that users in

clinical validation studies must be convinced to trust the systems without sufficient evidence of

clinical efficacy. In such cases, a common proposition for fostering the users’ trust in the sys-

tem is to include them more actively in the design and evaluation process [13,19,24,35]. This

inclusion could come, for example, in the form of a dedicated teaching module that contains a

collection of all pre-validation evidence, put together in a way that it is understandable for the

users, who are lay people with regards to AI technology. It should encompass how the AI sys-

tem works, how generalizability was ensured in the training procedure, what the achieved per-

formance measures mean in practice, and recommendations for interactions between the

CDSS and its users, such as how to practically deal with the system’s recommendations. This

teaching module should be constructed during the design phase of the study to allow for com-

ments and criticism from the user in the study to be taken into account.

Designated role in decision-making. The third layer is the intended role of the system in

the decision-making process. As previously mentioned, without explainability or other confi-

dence estimates, there is no safeguard against confident false positives or negatives. This

means that every prediction is presented to the user in a binary fashion i.e., alert or no alert,

with the same confidence. In some use cases—including the present one—wrong predictions

can have fatal consequences, i.e., a missed cardiac arrest. While it is true that the system is only

intended for decision support, it can only have an impact if the dispatchers actually trust the

system and align their action with the output of the system. The challenge remains, however,

that the dispatchers will have no additional tools available to decide when to defer to the

model. This challenge is intensified by the time-critical context of the emergency setting. It is,

in fact, reasonable to say that the omission of explainability in any system similar to the one in

the present use case alters the function of the system: It turns the decision-making process

from one that was meant to be supported into one that is driven by the algorithm, essentially

requiring the dispatchers to give up a considerable amount of autonomy in the decision-mak-

ing process. And, depending on the use case and the psychological characteristics of the user

group, the users might be more or less willing to defer to an automated system and to give up

autonomy in the decision-making process, especially considering that they are still held

responsible for the final decision.

Scenario 2—Adding explainability

In contrast to scenario 1, we outline here the potential further development and validation

process for the hypothetical scenario of adding explainability to the CDSS presented in our use

case. The underlying assumption is that the dispatchers can better interact with a system if

they know how or why a particular decision was made. This way, the CDSS can fulfill the role

of an additional digital dispatcher, providing not only a second opinion but also additional

insights into what can (in)form the decision. This helps the dispatchers weigh what the system

has learned and determine whether the system’s decision is applicable to the case at hand. This

is especially relevant to the current case, as there is a potential to benefit from the system’s

higher sensitivity while at the same time using the dispatcher’s expertise to mitigate the AI sys-

tem’s lower specificity.

Technical considerations. When considering technical aspects of including explainability

in the system, we first need to determine whether, and if so, how it might be achieved. Which

type of explainability can be utilized depends on factors like data modality, the type of model,

and the prediction task. In our use case, the recognition of OHCA is performed by DNNs [58],
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which are generally considered black boxes because the computations they employ to map

inputs to outputs are far too complex for humans to understand. However, generating justifi-

cations for predictions can be added to the objective function of a DNN, and additional expla-

nation algorithms—such as LIME [33]—could be used to highlight the words or phrases from

the previous conversation that influenced the CDSS’s decision the most. The challenge here is

that the model powering the CDSS is proprietary and therefore not easily accessible. While

LIME is a general purpose explanation algorithm that can work with any black-box model,

cooperation with the CDSS’s vendor and access to the underlying model might enable more

specialized explanation techniques [68–70]. Whether created with LIME or another method,

explanations that highlight important pieces of the previous conversation could, for example,

help the dispatcher see if a phrase they dismissed at one point became relevant later in the con-

versation, or if the system made its recommendation based on phrases the dispatcher does not

consider important. Given the time-sensitive context, explanations would need to be intuitive

and easy to grasp.

A consequence of adding explanations to the system is that the quality of the explanations

and their usability (i.e., how they are presented to the dispatcher) should also be evaluated.

First, it must be ensured that the approach used to derive explanation is methodologically

sound. Despite numerous existing methods to derive explanations, many experts criticize the

validity of these approaches, and there is no consensus regarding which explanation methods

are superior in general. Hence, the explanations must be validated with respect to both their

validity and their usefulness. This might require special training for the dispatchers on how to

work with the explanations. It will also be important to involve dispatchers when assessing the

explanations’ validity. Including the dispatchers in design and validation is important because

whether an explanation (or interpretation) is useful depends on the audience and context

[18,19,21–24]. While there is some guidance on how to satisfy different explanatory needs [71]

and attempts at metrics to compare generated explanations [72–74], there is no quantitative

way to determine the best type of explanation for a given use case in advance [19,36,48,49].

Human factors. Looking at human factors, it is reasonable to assume that explainability

would facilitate validation and acceptance of this CDSS. Such information would need to be pro-

vided to dispatchers in an intuitive, easy-to-grasp format, for instance using visual cues that

explain the system’s recommendation. Under the assumption of technically accurate and useful

explanations, it should then be easier for the user to interact with the system confidently. By pro-

viding explanations that are explicitly designed to be useful to the dispatchers, they will have more

data available to make a decision on whether the system’s decision (and the explanation) is accu-

rate and applicable to the current use case. Assessing an explanation is also likely easier for the dis-

patchers, as both the explanations and dispatchers ultimately apply a similar process to derive a

decision, and therefore the dispatcher can better apply their experience and intuition.

To support the explainability implementation outcomes, it is important to include the dis-

patchers in the user interface design process. During calls they need to understand and evalu-

ate the explanations very quickly, which makes it of utmost importance that they have input

on what should be presented and that the dispatchers are adequately trained and instructed

how to correctly interpret the explanations to avoid invalid conclusions in a time-sensitive

context. Additionally, it is also important to build their understanding of the complete system,

starting from the type of data and data collection method, the AI system’s functioning, and the

limitations of the explanation it provides [13].

Designated role in decision-making. When looking at the third layer, we consider that

explainability can promote the use of the system as originally intended, namely as a CDSS that

promotes algorithm-based decision making [75]. To foster critical assessment, instructions

should be presented to dispatchers in a way that promotes engagement with the tool and
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encourages them to familiarize themselves with its functioning. If offered insights into the

inner workings of the system and given the opportunity to provide feedback and improve its

performance in an iterative process, dispatchers may find it easier to build trust.

Discussion

Our findings suggest that omitting explainability will lead to challenges in gaining the users’

trust in the model. Adding explainability could foster such trust. It is, however, challenging to

ensure the validity and usefulness of explanations to users of the system. This is the case

because explanations must be tailored to the specific use case, that may vary in terms of techni-

cal aspects, users and the designated role of the system. In contrast to simple models that often

provide a direct form of explanation, in a black-box model as given in our use case, the chal-

lenge remains to provide explanations that are supported by robust validation.

Explainability: Is the current debate too theoretical?

A major scientific debate revolves around the question of whether explainability is a needed

characteristic for CDSSs. At first glance, it seems as if this debate is dominated by two differing

views, where one side argues that a focus on well-validated performance is sufficient [24,29],

whereas the other side points out the usefulness of explainability and even argues for norma-

tive reasons to adopt explainability [10,13,18,34]. There is, however, an increasingly relevant

third perspective that does not question the necessity of explainability but rather points out

that the benefits associated with explainability will only be achieved by applying interpretable

algorithms. The proponents of this view argue that black-box explanations are based on shaky

theoretical assumptions and that such post-hoc approximations of the underlying models will

not produce reliable explainability [17,22,28,45].

Based on previous works [13,18,21,22,37] and the results of the current analysis, we argue

that if well-validated and methodologically sound explanations that are intuitive and easy to

grasp for users were readily available for a black-box system, there would be no valid argument

against their inclusion. It seems evident that confronted with a black-box, it is unproportion-

ally difficult for dispatchers to establish trust in a system that is designed to support them in

their decision-making, especially if they are—as in the current use-case—likely responsible

and legally liable for the final decision. This may result—as in the first validation study of the

given system—in ignoring the black box system, or worse by irritating the users, leading to a

worse performance. We believe that these considerations apply to CDSSs in general.

There is, however, the possibility that proponents of explainability as a concept overlook

technological hurdles to derive explanations for black-box models. It is not straightforward to

obtain validated and technologically sound explanations for black-box models, especially for

the very popular artificial neural network applications. In this case, it is necessary to carefully

weigh the advantages and disadvantages of different techniques for generating explanations, as

well as to analyze which of these techniques can be understood by end users [76]. It is also crit-

ical that regulators are aware of the benefits and limitations of interpretable and explainable

algorithms. Nonetheless, no matter which type of explainability will be applied for a CDSS, we

argue that it is critical to include the end users in the design, tailoring the system to their

needs, and to instruct them on the used data and algorithms, as well as the system’s perfor-

mance and limitations and informing them on potential biases and limitations in the training

data that might influence effectiveness when used on a wider population. These steps are rec-

ommended for trustworthy AI [13] and they are, also in our opinion, essential for fostering

trust in CDSSs. More importantly, adding explanations should not be an excuse to omit neces-

sary clinical validation. Implementation of explainability is an additional iteration in the
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development process, during which it is ensured that the explanations or interpretations are

useful and understandable to the end users. It also helps to identify instances where they might

not accurately reflect the system’s classification process.

Here, it is important to note that the use case described in this paper has only one primary

user group who interacts with the system, i.e., the dispatchers. In other words, dispatchers usu-

ally won’t need to explain their decisions and how they use the system to anyone. However,

there are other types of CDSSs used by clinicians to guide decision-making in patient care

(e.g., treatment decisions or lifestyle interventions), which will be visible to two or more parties

(e.g., patients or interprofessional teams). In such cases, clinicians may need to be prepared to

translate and communicate system-generated explanations to diverse patient populations or

colleagues in a comprehensive manner.

Taken together, we believe that the current debate around explainability is ‘too theoretical’.

It is likely that the question, whether explainability is needed or not and whether explainable

or interpretable algorithms are to be preferred, cannot be finally answered on a high and theo-

retical level. Rather, we need to individually analyze implemented systems and their specific

needs with regards to technology, displayed information, user groups, and the intended use of

the system in decision making to draw conclusions about explainability requirements. Study-

ing use cases, like the one presented here, can draw attention to the multiple, sometimes con-

flicting requirements and perspectives present in the clinical setting, which may not emerge

from a purely theoretically grounded discourse.

Thus, even if overarching plausible arguments exist, such as for explainability as a concept

or against black-box explanations, we caution against any absolute dos or don’ts: for example,

against legislation that would make explainability a legal requirement or against rules that

would impose a ‘ban’ on certain types of algorithms a priori. Instead, we advocate for changes

to the regulatory pathways for AI in healthcare medical devices which are currently geared

towards tools that are rarely updated. In our view, the current system with one regulatory pro-

cess for all types of tools will unlikely suffice to guide manufacturers towards the appropriate

amount of explainability. It also does not allow for rapid technical amendments in light of

retraining and clinical feedback.

Explainability dictates the system role

The analysis of our use case revealed a crucial point that has not gained enough attention in

the literature so far. Based on our analysis, we argue that some products that are called CDSSs

cannot currently be considered to support clinical decisions without additional explainability.

Given the time-criticality in decision making in our use case, there is an ‘epistemic gap’ when

the dispatchers disagree with a black-box system. They can only decide between following the

system or not; they cannot really use the output generated by the system to make an informed

decision. This is exacerbated by the fact that the system is proven to be better at detecting car-

diac arrests than the dispatchers. Arguably, the outcome for patients might thus be better if the

dispatchers were removed altogether from the decision-making process. Given such a situa-

tion, it is not fitting to assume that the system supports a decision.

In this context, the German Data Ethics Committee made the following distinction of

potential AI tools for medicine [77]: a) algorithm-based decisions: human decisions that are

supported by AI systems, b) algorithm-driven decisions: human decisions that are influenced

in a way by an AI system that the decision space is greatly reduced by the AI system, and c)

algorithm-determined decisions: The decisions are made without human interventions.

For the given use case, we can thus conclude that the system without well-validated explain-

ability most closely relates to an algorithm-driven tool. This is because without an explanation,
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dispatchers are, in fact, unable to make an informed decision whether or not to trust and com-

ply with the system’s recommendation. In other words, they only have the choice whether or

not to comply and have no information at their disposal to make or justify their decision. The

best outcome would probably be achieved if the dispatchers followed the system in the major-

ity of cases, only on the lookout for crass false negatives or positives. This, however, is not how

the system was designed or presented to the dispatchers.

In contrast, with implemented—and validated—explainability, dispatchers would have a

way to better understand each prediction presented to them. Being able to look for keywords

picked up by the system, they could quickly assess how reliable any prediction is to them. In

such a case, the system could rather be considered a decision-support system where the dis-

patcher is using the ‘second opinion’ of an AI-dispatcher to fine-tune their decision making.

The intriguing point here is that for certain use cases, the question does not seem to be

whether a CDSS should have added explainability. But rather whether explainability is added

or not will determine whether the system is a clinical decision support system at all. Thus, the

question to include explainability—in whatever form—might be driven by a design choice:

what kind of tool is actually answering the clinical need best. This has important implications

for medical product development and should be addressed in future interdisciplinary research.

The need for a defined terminology in explainability

Our analysis adds to the growing body of literature outlining the complexity of explainability

in the field of medicine and specifically CDSSs. It is likely that with the increasing maturity of

this field, clear rules will have to be devised for the use of explainability. In analogy to other

concepts, some of these rules will be recommendations, some will become scientific and prod-

uct development standards, and some will be required by law. No matter their level of binding,

however, it must be clear what these terms mean. As an example, the current Ethics guidelines
for trustworthy AI of the European Union refer to “explicability” as an ethical principle of

trustworthy AI and transparency as a way of realizing it [13], and while “explicability” is not

precisely defined, the document provides sub concepts for increasing transparency, with

explainability as one of them. And, as outlined earlier, explainability (and interpretability) are

used in the scientific literature with very different meanings. It leads to a status-quo where

each publication needs to define in detail what the used terms mean, which in turn causes an

inflation of definitions in use.

Next to expectable confusion of all stakeholders involved, such a situation can have dire

consequences for patients. In the end, every scientific advance will only find its way to the clin-

ical setting to help patients via a product development path. The current situation with regards

to explainability leads to major uncertainties for developers. This can become problematic for

companies and start-ups developing products and preparing for regulatory approval. They

might apply black-box algorithms with certain types of explanation algorithms to fulfill the

need for “explicability” and could, in the future, be confronted with sudden regulatory

changes, such as rules to apply interpretable algorithms only.

There is thus a major need to harmonize the terminology. We strongly suggest an interna-

tional workshop with the creation of an ‘explainability white paper’ clearly defining all relevant

terms to facilitate scientific research, policymaking, and medical device development.

Conclusion

We conclude that whether explainability can provide added value to CDSSs depends on several

key questions: technical feasibility, the level of validation in case of explainable algorithms, the

exact characteristics of the context in which the system is implemented (e.g., the time criticality
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of the decision making), the designated role in the decision-making process (algorithm-based,

-driven, or -determined), and the key user group(s). We deem it likely that the role of explain-

ability cannot be answered definitively at a high, theoretical level. Instead, each system devel-

oped for the clinical setting will require an individualized assessment of explainability needs.

Thus, this paper cannot provide a universal answer to the question of whether and in what

form explainability should be considered a core requirement for AI-powered CDSS. Rather, it

illustrates the importance of studying individual real-world applications to uncover areas of

concern and to anticipate future ethical and practical challenges. It also highlights the need for

an interdisciplinary approach, like the Z-Inspection1 process, to study and assess AI-powered

CDSS given the vast array of stakeholder affected by these solutions and the interdependencies

to be considered. This paper presents an example of what such interdisciplinary assessments

for explainability requirements could look like in practice.
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11. Shortliffe EH, Sepúlveda MJ. Clinical Decision Support in the Era of Artificial Intelligence. JAMA. 2018

Dec 4; 320(21):2199–200. https://doi.org/10.1001/jama.2018.17163 PMID: 30398550

12. Jobin A, Ienca M, Vayena E. The global landscape of AI ethics guidelines. Nat Mach Intell. 2019 Sep; 1

(9):389–99.

13. (AI HLEG) High-Level Expert Group on Artificial Intelligence. Ethics guidelines for trustworthy AI [Inter-

net]. European Commission; 2019 Apr [cited 2020 Oct 26]. Available from: https://op.europa.eu/en/

publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed71a1

14. Adadi A, Berrada M. Peeking Inside the Black-Box: A Survey on Explainable Artificial Intelligence (XAI).

IEEE Access. 2018; 6:52138–60.

15. Das A, Rad P. Opportunities and Challenges in Explainable Artificial Intelligence (XAI): A Survey.

ArXiv200611371 Cs [Internet]. 2020 Jun 22 [cited 2021 Apr 13]; Available from: http://arxiv.org/abs/

2006.11371

16. Guidotti R, Monreale A, Ruggieri S, Turini F, Giannotti F, Pedreschi D. A Survey of Methods for Explain-

ing Black Box Models. ACM Comput Surv. 2018 Aug 22; 51(5):93:1–93:42.

17. Markus AF, Kors JA, Rijnbeek PR. The role of explainability in creating trustworthy artificial intelligence

for health care: A comprehensive survey of the terminology, design choices, and evaluation strategies.

J Biomed Inform. 2021 Jan 1; 113:103655. https://doi.org/10.1016/j.jbi.2020.103655 PMID: 33309898

18. Amann J, Blasimme A, Vayena E, Frey D, Madai VI, the Precise4Q consortium. Explainability for artifi-

cial intelligence in healthcare: a multidisciplinary perspective. BMC Med Inform Decis Mak. 2020 Nov

30; 20(1):310. https://doi.org/10.1186/s12911-020-01332-6 PMID: 33256715

19. Bhatt U, Andrus M, Weller A, Xiang A. Machine Learning Explainability for External Stakeholders.

ArXiv200705408 Cs [Internet]. 2020 Jul 10 [cited 2021 Apr 14]; Available from: http://arxiv.org/abs/

2007.05408

20. Miller T. Explanation in artificial intelligence: Insights from the social sciences. Artif Intell. 2019 Feb 1;

267:1–38.

21. Miller T, Howe P, Sonenberg L. Explainable AI: Beware of Inmates Running the Asylum Or: How I

Learnt to Stop Worrying and Love the Social and Behavioural Sciences. ArXiv171200547 Cs [Internet].

2017 Dec 4 [cited 2021 Feb 1]; Available from: http://arxiv.org/abs/1712.00547

22. Phillips PJ, Hahn CA, Fontana PC, Broniatowski DA, Przybocki MA. Four Principles of Explainable Arti-

ficial Intelligence [Internet]. National Institute of Standards and Technology; 2020 Aug [cited 2021 Jan

22] p. 30. Report No.: 8312. Available from: https://doi.org/10.6028/NIST.IR.8312-draft

23. Ploug T, Holm S. The four dimensions of contestable AI diagnostics—A patient-centric approach to

explainable AI. Artif Intell Med. 2020 Jul 1; 107:101901. https://doi.org/10.1016/j.artmed.2020.101901

PMID: 32828448

24. Sendak M, Elish MC, Gao M, Futoma J, Ratliff W, Nichols M, et al. “The human body is a black box”:

supporting clinical decision-making with deep learning. In: Proceedings of the 2020 Conference on Fair-

ness, Accountability, and Transparency [Internet]. Barcelona Spain: ACM; 2020 [cited 2020 Oct 21].

p. 99–109. Available from: http://dl.acm.org/doi/10.1145/3351095.3372827

25. Barredo Arrieta A, Dı́az-Rodrı́guez N, Del Ser J, Bennetot A, Tabik S, Barbado A, et al. Explainable Arti-

ficial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf

Fusion. 2020 Jun 1; 58:82–115.

26. Goodman B, Flaxman S. European Union Regulations on Algorithmic Decision-Making and a “Right to

Explanation.” AI Mag. 2017 Oct 2; 38(3):50–7.

27. Olsen HP, Slosser JL, Hildebrandt TT, Wiesener C. What’s in the Box? The Legal Requirement of

Explainability in Computationally Aided Decision-Making in Public Administration. SSRN Electron J

[Internet]. 2019 [cited 2021 Jun 4]; Available from: https://www.ssrn.com/abstract = 3402974

28. Lipton ZC. The mythos of model interpretability. Commun ACM. 2018 Sep 26; 61(10):36–43.

29. London AJ. Artificial Intelligence and Black-Box Medical Decisions: Accuracy versus Explainability.

Hastings Cent Rep. 2019; 49(1):15–21. https://doi.org/10.1002/hast.973 PMID: 30790315

PLOS DIGITAL HEALTH Artificial intelligence explainability in clinical decision support systems

PLOS Digital Health | https://doi.org/10.1371/journal.pdig.0000016 February 17, 2022 15 / 18

http://link.springer.com/10.1007/978-1-4471-4474-8_22
https://doi.org/10.1145/3290605.3300468
http://arxiv.org/abs/1712.09923
https://doi.org/10.1001/jama.2018.17163
http://www.ncbi.nlm.nih.gov/pubmed/30398550
https://op.europa.eu/en/publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed71a1
http://arxiv.org/abs/2006.11371
http://arxiv.org/abs/2006.11371
https://doi.org/10.1016/j.jbi.2020.103655
http://www.ncbi.nlm.nih.gov/pubmed/33309898
https://doi.org/10.1186/s12911-020-01332-6
http://www.ncbi.nlm.nih.gov/pubmed/33256715
http://arxiv.org/abs/2007.05408
http://arxiv.org/abs/2007.05408
http://arxiv.org/abs/1712.00547
https://doi.org/10.6028/NIST.IR.8312-draft
https://doi.org/10.1016/j.artmed.2020.101901
http://www.ncbi.nlm.nih.gov/pubmed/32828448
http://dl.acm.org/doi/10.1145/3351095.3372827
https://www.ssrn.com/abstract
https://doi.org/10.1002/hast.973
http://www.ncbi.nlm.nih.gov/pubmed/30790315
https://doi.org/10.1371/journal.pdig.0000016


30. Robbins S. A Misdirected Principle with a Catch: Explicability for AI. Minds Mach. 2019 Dec 1; 29

(4):495–514.

31. Zicari RV, Brusseau J, Blomberg SN, Christensen HC, Coffee M, Ganapini MB, et al. On Assessing

Trustworthy AI in Healthcare. Machine Learning as a Supportive Tool to Recognize Cardiac Arrest in

Emergency Calls. Front Hum Dyn. 2021; 3:30.

32. Lundberg SM, Lee S-I. A Unified Approach to Interpreting Model Predictions. Adv Neural Inf Process

Syst. 2017; 30:4765–74.

33. Ribeiro MT, Singh S, Guestrin C. “Why Should I Trust You?”: Explaining the Predictions of Any Classi-

fier. In: Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and

Data Mining [Internet]. New York, NY, USA: Association for Computing Machinery; 2016 [cited 2020

Oct 30]. p. 1135–44. (KDD ‘16). Available from: https://doi.org/10.1145/2939672.2939778

34. Bhatt U, Xiang A, Sharma S, Weller A, Taly A, Jia Y, et al. Explainable Machine Learning in Deploy-

ment. ArXiv190906342 Cs Stat [Internet]. 2020 Jul 10 [cited 2020 Nov 5]; Available from: http://arxiv.

org/abs/1909.06342

35. Tonekaboni S, Joshi S, McCradden MD, Goldenberg A. What Clinicians Want: Contextualizing Explain-

able Machine Learning for Clinical End Use. ArXiv190505134 Cs Stat [Internet]. 2019 Aug 7 [cited 2020

Nov 19]; Available from: http://arxiv.org/abs/1905.05134

36. Poursabzi-Sangdeh F, Goldstein DG, Hofman JM, Vaughan JW, Wallach H. Manipulating and Measur-

ing Model Interpretability. ArXiv180207810 Cs [Internet]. 2021 Jan 20 [cited 2021 Apr 13]; Available

from: http://arxiv.org/abs/1802.07810

37. Doshi-Velez F, Kim B. Towards A Rigorous Science of Interpretable Machine Learning.

ArXiv170208608 Cs Stat [Internet]. 2017 Mar 2 [cited 2020 Nov 30]; Available from: http://arxiv.org/abs/

1702.08608

38. Tschandl P, Rinner C, Apalla Z, Argenziano G, Codella N, Halpern A, et al. Human–computer collabora-

tion for skin cancer recognition. Nat Med. 2020 Aug; 26(8):1229–34. https://doi.org/10.1038/s41591-

020-0942-0 PMID: 32572267

39. Durán JM, Jongsma KR. Who is afraid of black box algorithms? On the epistemological and ethical

basis of trust in medical AI. J Med Ethics. 2021 May 1; 47(5):329–35. https://doi.org/10.1136/

medethics-2020-106820 PMID: 33737318

40. Durán JM, Formanek N. Grounds for Trust: Essential Epistemic Opacity and Computational Reliabilism.

Minds Mach. 2018 Dec 1; 28(4):645–66.

41. Kittler H, Marghoob AA, Argenziano G, Carrera C, Curiel-Lewandrowski C, Hofmann-Wellenhof R,

et al. Standardization of terminology in dermoscopy/dermatoscopy: Results of the third consensus con-

ference of the International Society of Dermoscopy. J Am Acad Dermatol. 2016 Jun 1; 74(6):1093–106.

https://doi.org/10.1016/j.jaad.2015.12.038 PMID: 26896294

42. Lakkaraju H, Bastani O. “How do I fool you?”: Manipulating User Trust via Misleading Black

Box Explanations. In: Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society [Internet].

New York, NY, USA: Association for Computing Machinery; 2020 [cited 2021 Apr 14]. p. 79–85. (AIES

‘20). Available from: https://doi.org/10.1145/3375627.3375833

43. Slack D, Hilgard S, Jia E, Singh S, Lakkaraju H. Fooling LIME and SHAP: Adversarial Attacks on Post

hoc Explanation Methods. In: Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society

[Internet]. New York, NY, USA: Association for Computing Machinery; 2020 [cited 2021 Jun 5]. p. 180–

6. (AIES ‘20). Available from: https://doi.org/10.1145/3375627.3375830

44. Gilpin LH, Bau D, Yuan BZ, Bajwa A, Specter M, Kagal L. Explaining Explanations: An Overview of

Interpretability of Machine Learning. ArXiv180600069 Cs Stat [Internet]. 2019 Feb 3 [cited 2021 Nov

17]; Available from: http://arxiv.org/abs/1806.00069

45. Rudin C. Stop explaining black box machine learning models for high stakes decisions and use inter-

pretable models instead. Nat Mach Intell. 2019 May; 1(5):206–15.

46. Mittelstadt B, Russell C, Wachter S. Explaining Explanations in AI. In: Proceedings of the Conference

on Fairness, Accountability, and Transparency [Internet]. New York, NY, USA: Association for Comput-

ing Machinery; 2019 [cited 2020 Dec 2]. p. 279–88. (FAT* ‘19). Available from: https://doi.org/10.1145/

3287560.3287574

47. Wachter S, Mittelstadt B, Russell C. Counterfactual Explanations without Opening the Black Box: Auto-

mated Decisions and the GDPR. Harv J Law Technol Harv JOLT. 2017 2018; 31(2):841–88.

48. Holzinger A, Langs G, Denk H, Zatloukal K, Müller H. Causability and explainability of artificial intelli-

gence in medicine. WIREs Data Min Knowl Discov. 2019; 9(4):e1312. https://doi.org/10.1002/widm.

1312 PMID: 32089788

PLOS DIGITAL HEALTH Artificial intelligence explainability in clinical decision support systems

PLOS Digital Health | https://doi.org/10.1371/journal.pdig.0000016 February 17, 2022 16 / 18

https://doi.org/10.1145/2939672.2939778
http://arxiv.org/abs/1909.06342
http://arxiv.org/abs/1909.06342
http://arxiv.org/abs/1905.05134
http://arxiv.org/abs/1802.07810
http://arxiv.org/abs/1702.08608
http://arxiv.org/abs/1702.08608
https://doi.org/10.1038/s41591-020-0942-0
https://doi.org/10.1038/s41591-020-0942-0
http://www.ncbi.nlm.nih.gov/pubmed/32572267
https://doi.org/10.1136/medethics-2020-106820
https://doi.org/10.1136/medethics-2020-106820
http://www.ncbi.nlm.nih.gov/pubmed/33737318
https://doi.org/10.1016/j.jaad.2015.12.038
http://www.ncbi.nlm.nih.gov/pubmed/26896294
https://doi.org/10.1145/3375627.3375833
https://doi.org/10.1145/3375627.3375830
http://arxiv.org/abs/1806.00069
https://doi.org/10.1145/3287560.3287574
https://doi.org/10.1145/3287560.3287574
https://doi.org/10.1002/widm.1312
https://doi.org/10.1002/widm.1312
http://www.ncbi.nlm.nih.gov/pubmed/32089788
https://doi.org/10.1371/journal.pdig.0000016


49. Holzinger A, Carrington A, Müller H. Measuring the Quality of Explanations: The System Causability

Scale (SCS): Comparing Human and Machine Explanations. KI—Künstl Intell. 2020 Jun; 34(2):193–8.

https://doi.org/10.1007/s13218-020-00636-z PMID: 32549653

50. Rudin C, Radin J. Why Are We Using Black Box Models in AI When We Don’t Need To? A Lesson From

An Explainable AI Competition. Harv Data Sci Rev [Internet]. 2019 Nov 22 [cited 2021 Jun 14]; 1(2).

Available from: https://hdsr.mitpress.mit.edu/pub/f9kuryi8/release/6

51. Alaa AM, van der Schaar M. Demystifying Black-box Models with Symbolic Metamodels. Adv Neural Inf

Process Syst. 2019; 32:11304–14.

52. Karimi A-H, Barthe G, Balle B, Valera I. Model-Agnostic Counterfactual Explanations for Consequential

Decisions. In: International Conference on Artificial Intelligence and Statistics [Internet]. PMLR; 2020

[cited 2021 Jun 15]. p. 895–905. Available from: http://proceedings.mlr.press/v108/karimi20a.html

53. Mothilal RK, Sharma A, Tan C. Explaining machine learning classifiers through diverse counterfactual

explanations. In: Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency

[Internet]. New York, NY, USA: Association for Computing Machinery; 2020 [cited 2021 Jun 15].

p. 607–17. (FAT* ‘20). Available from: https://doi.org/10.1145/3351095.3372850

54. Russell C. Efficient Search for Diverse Coherent Explanations. In: Proceedings of the Conference on

Fairness, Accountability, and Transparency [Internet]. New York, NY, USA: Association for Computing

Machinery; 2019 [cited 2021 Jun 15]. p. 20–8. (FAT* ‘19). Available from: https://doi.org/10.1145/

3287560.3287569

55. Molnar C. Interpretable machine learning—A Guide for Making Black Box Models Explainable [Internet].

2019 [cited 2021 Apr 27]. Available from: https://christophm.github.io/interpretable-ml-book/
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